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Abstract—Machine learning (ML) is one of the 

intelligent techniques. It has shown optimistic results in the 

field of classification and prediction accuracy. Sports 

Prediction is one of the expanding areas in good predictive 

accuracy as it involves huge money in betting. Since football 

is an interesting area of research, it is regarded as complex 

and dynamic when compared to other sports. It is the most 

widely played sport and currently being played in more than 

190 countries. In this paper, prediction of winning team in 

English Premier League (EPL) is implemented using 

Machine Learning techniques. The objective is to predict the 

full time result (FTR) of the football match, which decides 

the winning team. We implement algorithms viz. Support 

Vector Machines, Random Forest and Naïve Bayes for 

training the data and the one that gives the maximum and 

best accuracy will be used for predicting the winning team. 

The dataset used were gathered from [6] for the past 

seasons. 
 

Keywords—Machine learning, soccer game, winning 

prediction, accuracy, classification. 

 
I. INTRODUCTION 

Accurately predicting season results of soccer event is 

a billion dollar undertaking more commonly it is a multi- 

million dollar industry, with gamblers and die-hard fans 

eager for more accurate prediction and probabilities. 

Predicting the results of soccer matches has attracted so 

many people who love and have passion towards soccer. 

Right from the managerial football team which can 

analyze the performance of the squad and thus improve 

their game strategy to the fans that are eager to know the 

results about their favorite team/club. The analytics used 

behind the game and the strategy implemented plays as 

one of the deciding factor for a team to win. 

Soccer prediction has become an intrigued research 

problem because there are many factors which can 

influence the outcome of matches such as home/away 

goals , rankings, match types( day/night) , team work , 

player skills, home team advantage , weather. The main 

motive behind this project is giving an accurate dataset for 

soccer matches and predicts the winners in upcoming 

matches and thus yielding efficient results. 

In this paper, we propose a model of soccer match 

prediction on the basis of FTR which is Full Time Result 

which would be our class label i.e. Home, Away or Draw. 

 
II. RELATED WORK 

A considerable amount of work and surveys are 

carried out in sports prediction especially winning team 

prediction domain. 

The initial paper i.e. [1] deals with the prediction of 

winning team in case of NBA matches. The algorithms 

used were Linear Regression, Maximum Likelihood 

Classifier and the Multilayer Perceptron (Back 

Propagation) approach. The results by using these 

algorithms were : Naive Majority Vote Classifier: 

63.98%, Linear Regression (67.89%) and Multilayer 

Perceptron Method: 68.44%. Here  they considered the 

parameters: win or loss percentage of home team games, 

win-loss percentage as visitor or home as the respective 

situation of the teams and the difference in point of home 

team. Expectation of results was to be highly correlated. 

The highest accuracy was given by Linear Regression 

with a prediction rate of winners and losers as 68%. The 

further improvements in this model would be a 

comparatively large dataset, feature classification. 

In [2] prediction of winning team in an NBA match is 

put forth. A certain amount of algorithms were used on 

which model was trained .These algorithms were 

implemented using the sklearn library of python. The 

dataset were considered were from past 32 seasons from 

NBA api and had over 50 features, hence feature 

classification was one of the most crucial steps carried out 

for yielding better results. Due to this, only those 

attributes that were required were taken into consideration 

i.e. selection of only those features that impart information 

about the output variable independently or conditionally 

on other relevant variables [2]. The dataset that was 

chosen was comparatively more than in [1]. The 

algorithms implemented were Extra Trees, Gradient 

Boosting, k-nearest neighbors, Logistic Regression, 

SVM, Neural Networks (MLP algorithm) and Non-Linear 

SVM. The highest accuracy was given by SVM i.e. 71% 

at a certain extent. Some of the given conclusion was: 

Gradient Boost algorithm had a better classification as 

compared to Random Forest or SVM although SVM had 

better accuracy. Logistic Regression has advantages over 

Linear  Regression as it had a good starting estimate. K-

nearest neighbors has 
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the ability to reduce effect of noise during final 

prediction. Future works proposed were like 

incorporation of live data and then testing the model also 

each player characteristics can be considered for the 

same. 

In the paper [3], the authors have described their 

approaches which are able predict the match results in the 

2015/16 English Premier League (EPL) with an accuracy 

of about 67%. The algorithms used were Support Vector 

Machine (SVM), libsvm and the one which gives the best 

accuracy is chosen. They trained first 85% of 2015/16 

English Premier League match results and kept the rest 

15% for testing purposes. But due to this the last games 

of a season became much more predictable than other 

games. So they got poor accuracy in testing data large 

data. Plus the SVM algorithm fails to give good accuracy 

with huge data. According to the authors, there is scope 

for further improvement, like more data of the previous 

season and statistics could be taken into account. 

In [4], it deals with a model to predict the results of 

soccer matches in the Barclays’ English Premier League. 

In this the data-set contains around 65 attributes every 

season like the away team goals, venue, scores, and home 

team. They trained the final data-set on three ML 

classifiers viz. Support Vector Machines (SVM) , 

XGBoost and Logistic Regression to further improve this 

research, they could bring in sentiment analysis, features 

such as individual player metrics , the posts from fans on 

social media, etc. to increase the accuracy of the model in 

their future work. 

In [5], a model of logistic regression was proposed by 

the authors for estimating the 2015/16 Barclays Premier 

League match results having the accuracy of around 

69.5%. The considered datasets were from Barclays 

Premier League and the number of variables considered 

was just four namely: Away Offense, Home Defense, 

Home Offense, and Away Defense. Their system predicts 

who will win the match and the details of it like the 

odds/probability, coefficients of regression. In spite of the 

number of variables considered, the system gives strong 

prediction accuracy. 

The comparative survey done for the referred papers: 

Table 1: Comparison of papers 

III. 

PROPOSED MODEL 

In this paper, we propose a model to predict the 

outcome of football matches in the English Premier 

League. We train the dataset of past seasons on various 

machine learning classifiers. Comparisons amongst the 

algorithms would be made and the one that turns out to be 

the most accurate i.e. having the better prediction 

accuracy will be considered. Then, optimization can be 

made on that classifier to further enhance the model 

accuracy in making predictions. The label that would be 

considered would be Home Win (H), Away Win (A), and 

Draw (D). 

 

 
 

Figure 1: Architecture Diagram 

 

A. Dataset Description 

Prediction would be done on the basis of data from past 

games for recent seasons. We have obtained the data set 

from 

[6] that has tremendous amount of data right from the old 

games to the ones that are being played. There are about 

65 attributes per season like the Home team, Away team, 

scores, venue to be named few. After having filtered these 

attributes we get around 8-10 attributes that are actually 

going to predict the results. The dataset size is 3000. 

 
Table 2: Input Data 

International Journal of Engineering Research & Technology (IJERT)

ISSN: 2278-0181

Published by, www.ijert.org

NTASU - 2020 Conference Proceedings

Volume 9, Issue 3

Special Issue - 2021

462

www.ijert.org


 
Figure 2: Count Plot 

Countplot displays the observation counts in each 

categorical bins using bars. As our FTR is the dependent 

variable or the outcome, the countplot has given the count 

for each of the values namely H – Home, A-Away and D- 

Draw. 

 

 
B. Data Preprocessing 

The dataset that is obtained from consists of several 

attributes of each season. Some of those attributes are less 

important or rather irrelevant for predicting the result .So 

data cleaning is carried out for retaining only those 

attributes that are relevant for prediction. Following is the 

boxplot for the feature scaled attributes. 

Table 3: Preprocessed Data 

 

 

 

 

 

 

 
Figure 3: Box Plot 

A boxplot is a graph that helps us to understand how the 

values in the data are spread out. It is a standardized way 

to display data distribution. We obtain a five number 

summary viz. "minimum”, first quartile (Q1), median, 

third quartile (Q3) and "maximum" [10]. 

C. Data Splitting 

We have split the data into two parts – training and 

testing in order to fit the model and get the desired 

outcome. They have been split on the percentages 80 and 

20. 

 

D. Modelling 

In this system, we have implemented the following 

three algorithms: Naïve Bayes, Random Forest, and 

Support Vector Machine (SVM). 

Naïve Bayes Classifier: 

A Naïve Bayes Classifier is a probabilistic model 

which  is most commonly used for classification task. It is 

based on the Bayes Theorem. The outcome can be 

determined given the predictors or the independent 

variables. For instance if there are two events A and B, 

we can find the probability of A happening given that B 

has already occurred wherein B is the evidence and A is 

the hypothesis. The assumptions made here is that a 

particular feature has no effect on the other which is called 

to be ‘naïve’. In the dataset chosen for instance the 

outcome is FTR and the independent  or predictor 

variables are the parameters [7]. 

Random Forest: 

Random Forest comprises of a large number of 

individual decision trees that operate as an ensemble. An 

ensemble method can be defined as the usage of multiple 

learning algorithms that leads to a better predictive 

performance that any algorithm would do as alone. Each 

individual tree in random forest splits out a class 

prediction and the class which has the maximum votes 

becomes the model prediction [8]. 
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Support Vector Machine (SVM): 

Support Vector Machines are Machine Learning 

models which are useful for regression analysis and 

classification tasks. It falls under the supervised learning 

category of Machine Learning. These are widely used in 

classification tasks. Support Vector Machines are based 

on the idea of finding the best hyperplane that divides the 

dataset into two parts [9]. 

 
UML Diagram for our model is: 

 

 

 

Figure 4: UML Diagram 

 

 
IV. EXPERIMENT 

Experiment is conducted for getting the best accuracy. 

In this paper, we are using the data from past recent 

seasons of the English Premier League. It is done to 

determine whether amount of training data has any 

impact on prediction accuracy. The data has been split 

into training and testing datasets which can be seen in 

table 4 and table 5. 

Table 4: Training Dataset 
 

 
The training dataset includes 80 percentage of the 

whole dataset and has eight attributes which are: Home 

Attacking Strength (HAS), Home Defensive Strength 

(HDS), Away Attacking Strength (AAS), Away 

Defensive Strength (ADS), Home and Away Corners, 

Home and Away Shots on Target. Here, in this training 

dataset the shots and corners are included. From this we 

come to know which team has better attacking strength. 

 
 

Table 5: Testing Dataset 
 

 
 

The testing dataset includes 20 percentage of the 

whole dataset and has eight attributes which are: Home 

Attacking Strength (HAS), Home Defensive Strength 

(HDS), Away Attacking Strength (AAS), and Away 

Defensive Strength (ADS), Home Shots on Target (HST), 

Away Shots Total (AST), Home Corners (HC), and 

Away Corners (AC). 
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Visualization: 

A heatmap is one of the most popular way of 

visualizing the dataset [12].It helps us to understand 

which attribute is the most co-related. It uses a system of 

color-coding to represent different values. The heatmap 

of the feature scaled attributes in our dataset gives the co-

relation between the attributes. Via color-coding we come 

to know that the most co-related attributes to HST are 

ADS and AAS respectively followed by HAS and HDS. 
 

Figure 5:Visualization using Heatmap 

 
 

 

Figure 6: Accuracy Comparison (Without 

using Hyperparameter) 

 

The accuracy obtained for Support Vector Machine is 

63% which was greater than the Random Forest and Naïve 

Bayes that were obtained as 55% and 57% respectively. 

From the results obtained,we can say that SVM has better 

accuracy. 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 7: Accuracy Comparison (Using 

Hyperparameter) 

 

The accuracy obtained  for  Support  Vector  Machine  is 

67% which is comparatively greater than Random Forest 

and Naïve Bayes obtained as 60% and 56% respectively.  

We used GridSearchCV function [13] from sklearn toolkit 

to build the models in order to tune the parameters and 

which led to increase in accuracy. From this we can say 

that SVM has better accuracy. 

 
V. RESULT ANALYSIS 

Our analysis is to predict the outcome of the match 

and when incorporated with training data, SVM algorithm 

predicted the highest accuracy. So, we have normalized 

the dataset during preprocessing stage. Normalization is 

done in order to bring the features of the training dataset 

to the same scale. The goal of normalization is to alter 

values of numeric columns in the dataset to a common 

scale, without distorting the differences in the ranges of 

values [11]. Also, hyperparameter tuning was carried for 

SVM as it had shown maximum accuracy prior to tuning. 

The hyperparameter tuning eventually lead to increase in 

accuracy obtained for the dataset for SVM which is 67%. 

 
VI. CONCLUSION 

In this paper, we built a classification model to predict  

the outcome of English Premier League (EPL) matches. 

From visualizing we find that the significant variables are 

Attacking Strength and Defensive Strength of Home and 

Away team, but the prediction cannot be done by 

including only these four attributes. It was learned that 

data from recent seasons is more relevant than the data 

from past seasons. Additionally, adding more featured 

attributes like corners and shots on target bring more 

value to the predicted accuracy. 

 
VII. FUTURE WORK: 

The currently devised model is purely based on past 

statistical results which do help to predict the winning 

team based on the chosen parameters. In order to increase 

the accuracy of the model, sentiment analysis like 

trending twitter hashtags on a regular basis like during or 

before the 
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match can be studied and worked upon. Also managers 

have an important role to decide the strategies and tactics, 

hence manager’s past record can also be considered as a 

criteria as to whether the team can perform better in its 

next game. 
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